The aim of this exercise is to learn how one famous algorithm for constructing decision trees, ID3, works. You will do this by building a decision tree by hand for a small dataset. At the end of this exercise you should understand how ID3 constructs a decision tree using the concept of Information Gain. You will be able to use the decision tree you create to make a decision about new data.

1 The weather data

The weather problem is a toy data set which we will use to understand how a decision tree is built. It comes from Quinlan (1986), a paper which discusses the ID3 algorithm introduced in Quinlan (1979). It is reproduced with slight modifications in Witten and Frank (1999), and concerns the conditions under which some hypothetical outdoor game may be played. The data is shown in Table 1.

<table>
<thead>
<tr>
<th>outlook</th>
<th>temperature</th>
<th>humidity</th>
<th>windy</th>
<th>play</th>
</tr>
</thead>
<tbody>
<tr>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>high</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>high</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>cool</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>cool</td>
<td>normal</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>cool</td>
<td>normal</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>high</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>cool</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>normal</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>mild</td>
<td>high</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>high</td>
<td>true</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 1: The weather data (Witten and Frank; 1999, p. 9).

In this dataset, there are five categorical attributes outlook, temperature, humidity, windy, and play. We are interested in building a system which will enable us to decide whether or not to play the game on the basis of the weather conditions, i.e. we wish to predict the value of play using outlook, temperature,
humidity, and windy. We can think of the attribute we wish to predict, i.e. play, as the output attribute, and the other attributes as input attributes.

2 Building a decision tree using the ID3 algorithm

A decision tree consists of nodes and arcs which connect nodes. To make a decision, one starts at the root node, and asks questions to determine which arc to follow, until one reaches a leaf node and the decision is made. This basic structure is shown in Figure 1.

![Basic decision tree structure](image)

Figure 1: Basic decision tree structure

The main ideas behind the ID3 algorithm are:

- Each non-leaf node of a decision tree corresponds to an input attribute, and each arc to a possible value of that attribute. A leaf node corresponds to the expected value of the output attribute when the input attributes are described by the path from the root node to that leaf node.

- In a “good” decision tree, each non-leaf node should correspond to the input attribute which is the most informative about the output attribute amongst all the input attributes not yet considered in the path from the root node to that node. This is because we would like to predict the output attribute using the smallest possible number of questions on average.
Entropy is used to determine how informative a particular input attribute is about the output attribute for a subset of the training data. Entropy is a measure of uncertainty in communication systems introduced by Shannon (1948). It is fundamental in modern information theory.

2.1 Entropy

In information theory, entropy is a measure of the uncertainty about a source of messages. The more uncertain a receiver is about a source of messages, the more information that receiver will need in order to know what message has been sent.

For example, if a message source always sends exactly the same message, the receiver does not need any information to know what message has been sent—it’s always the same! The entropy of such a source is zero: there is no uncertainty at all. On the other hand, if a source can send \( n \) possible messages and each message occurs independently of the preceding message with equal probability, then the uncertainty of the receiver is maximised. The receiver will need to ask \( \log_2 n \) yes/no questions to determine which message has been sent, i.e. the receiver needs \( \log_2 n \) bits of information.

**Question 1** Why does the receiver need \( \log_2 n \) bits? Think about representing each message as a binary number.

The average number of bits required to identify each message is a measure of the receiver’s uncertainty about the source, and is known as the entropy of the source.

Consider a source \( S \) which can produce \( n \) messages \( \{m_1, m_2, \ldots, m_n\} \). All messages are produced independently of each other, and the probability of producing message \( m_i \) is \( p_i \). For such a source with a message probability distribution \( P = (p_1, p_2, \ldots, p_n) \), the entropy \( H(P) \) is

\[
H(P) = -\sum_{i=1}^{n} p_i \log(p_i).
\]

In the equation above, \( \log(p_i) \) means \( \log_2(p_i) \)—from now on we will assume that all logarithms are to the base two.

If a set \( T \) of records from a database (i.e. the training set for building the decision tree) is partitioned into \( k \) classes \( \{C_1, C_2, \ldots, C_k\} \) on the basis of the output attribute, then the average amount of information (measured in bits) needed to identify the class of a record is \( H(P_T) \), where \( P_T \) is the probability distribution of the classes, estimated from the data as

\[
P_T = \left( \frac{|C_1|}{|T|}, \frac{|C_2|}{|T|}, \ldots, \frac{|C_k|}{|T|} \right).
\]

The notation \( |C_i| \) means the number of elements in set \( C_i \). For the weather data, where \( \text{play} \) is the output attribute, we have for the entire dataset \( T \)

\[
P_T = \left( \frac{5}{14}, \frac{9}{14} \right),
\]

where class \( C_1 \) corresponds to “no”, and class \( C_2 \) to “yes”. Using Equation 1, the entropy of set \( T \) is thus

\[
H(T) = H(P_T) = -\left( \frac{5}{14} \log \left( \frac{5}{14} \right) + \frac{9}{14} \log \left( \frac{9}{14} \right) \right)
= 0.940.
\]
Note that here we identify the entropy of the set $H(T)$ with the entropy of the probability distribution of the members of the set, $H(P_T)$.

### 2.2 Information gain

Now consider what happens if we partition the set on the basis of an input attribute $X$ into subsets $T_1, T_2, \ldots, T_n$. The information needed to identify the class of an element of $T$ is the weighted average of the information needed to identify the class of an element of each subset:

$$H(X, T) = \sum_{i=1}^{n} \frac{|T_i|}{|T|} H(T_i).$$

In the context of building a decision tree, we are interested in how much information about the output attribute can be gained by knowing the value of an input attribute $X$. This is just the difference between the information needed to classify an element of $T$ before knowing the value of $X$, $H(T)$, and the information needed after partitioning the dataset $T$ on the basis of knowing the value of $X$, $H(X, T)$. We define the information gain due to attribute $X$ for set $T$ as

$$\text{Gain}(X, T) = H(T) - H(X, T).$$

In order to decide which attribute to split upon, the ID3 algorithm computes the information gain for each attribute, and selects the one with the highest gain.

As an example, let us consider the information gain for attribute `temperature` in the weather data. The attribute `temperature` can have three values, `cool`, `mild` and `hot`. Partitioning on the basis of temperature will thus divide $T$ into three subsets. This reorganisation of the weather data is shown in Table 2. We have $|T_{cool}| = 4$, $|T_{mild}| = 6$ and $|T_{hot}| = 4$. We can calculate the information needed to classify an element of $T$ after this partitioning using Equation 3:

$$H(\text{temperature}, T) = \frac{4}{14} H(T_{cool}) + \frac{6}{14} H(T_{mild}) + \frac{4}{14} H(T_{hot})$$

$$= \frac{4}{14} \left(- \left(\frac{1}{4} \log(\frac{1}{4}) + \frac{3}{4} \log(\frac{3}{4})\right)\right) + \frac{6}{14} \left(- \left(\frac{2}{6} \log(\frac{2}{6}) + \frac{4}{6} \log(\frac{4}{6})\right)\right) +$$

$$+ \frac{4}{14} \left(- \left(\frac{2}{4} \log(\frac{2}{4}) + \frac{2}{4} \log(\frac{2}{4})\right)\right)$$

$$= \frac{4}{14} \times 0.811 + \frac{6}{14} \times 0.918 + \frac{4}{14} \times 1.00$$

$$= 0.911$$

The information gain for attribute `temperature` for set $T$ is thus

$$\text{Gain}(\text{temperature}, T) = 0.940 - 0.911 = 0.029 \text{ bits.}$$

---

1Note that in information theory $\text{Gain}(X, T)$ is known as the mutual information between the input attribute $X$ and the output attribute.
<table>
<thead>
<tr>
<th>outlook</th>
<th>temperature</th>
<th>humidity</th>
<th>windy</th>
<th>play</th>
</tr>
</thead>
<tbody>
<tr>
<td>rainy</td>
<td>cool</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>cool</td>
<td>normal</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>cool</td>
<td>normal</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>cool</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>high</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>high</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>rainy</td>
<td>mild</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>normal</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>mild</td>
<td>high</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>sunny</td>
<td>mild</td>
<td>high</td>
<td>true</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>high</td>
<td>false</td>
<td>no</td>
</tr>
<tr>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>true</td>
<td>no</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>high</td>
<td>false</td>
<td>yes</td>
</tr>
<tr>
<td>overcast</td>
<td>hot</td>
<td>normal</td>
<td>false</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 2: The weather data partitioned on the basis of attribute temperature.

**Question 2** Calculate the information gain for the other input attributes, outlook, humidity, and windy. You may use whatever tools you like to do the calculation. Note the following useful identity:

$$\log_a(x) = \frac{\log_b(x)}{\log_b(a)}$$

**Question 3** Given your answer to the question above, what attribute would ID3 select to split upon for set $T$, i.e. the complete weather data from Table 1?

### 2.3 The ID3 algorithm

The ID3 algorithm works by recursively applying the procedure above to each of the subsets produced until “pure” nodes are found—a pure node contains elements of only one class—or until there are no attributes left to consider. It can be stated in pseudocode, as is shown in Figure 2.

**Question 4** Use the ID3 algorithm given in Figure 2 to construct a decision tree for the weather data by hand. The first call to ID3() uses the entire set of input attributes and the entire set of training data.

**Question 5** Consider a new data element with input attributes \{overcast, cool, high, true\}. How is it classified by the tree you constructed above?
function ID3 (I, O, T) {
    /* I is the set of input attributes
     * O is the output attribute
     * T is a set of training data
     * function ID3 returns a decision tree */
    if (T is empty) {
        return a single node with the value "Failure";
    }
    if (all records in T have the same value for O) {
        return a single node with that value;
    }
    if (I is empty) {
        return a single node with the value of the most frequent value of O in T;
    /* Note: some elements in this node will be incorrectly classified */
    }
    /* now handle the case where we can’t return a single node */
    compute the information gain for each attribute in I relative to T;
    let X be the attribute with largest Gain(X, T) of the attributes in I;
    let \{x_j| j=1,2, .., m\} be the values of X;
    let \{T_j| j=1,2, .., m\} be the subsets of T when T is partitioned according the value of X;
    return a tree with the root node labelled X and
    arcs labelled x_1, x_2, .., x_m, where the arcs go to the
    trees ID3(I-{X}, O, T_1), ID3(I-{X}, O, T_2), .., ID3(I-{X}, O, T_m);
}

/* Figure 2: The ID3 algorithm */

2.4 The problem of attributes with many values

The simple ID3 algorithm above can have difficulties when an input attribute has many possible values, because Gain(X, T) tends to favour attributes which have a large number of values. It is easy to understand why if we consider an extreme case.

Imagine that our dataset \( T \) contains an attribute that has a different value for every element of \( T \). This could arise in practice if a unique record ID was retained when extracting \( T \) from a database—for example a patient ID number in a hospital database. Such an attribute would give the maximum possible information gain, since all the training data can be correctly classified by examining its value. It would result in a decision tree in which all nodes below the root node were leaf nodes. This tree, however, would be completely useless for classifying new data: there would be no arc corresponding to the value
of the ID attribute. Moreover, there is no reason to suspect that such an attribute would have any causal relationship with the output attribute.

The problem also arises when an attribute can take on many values, even if they are not unique to each element. Quinlan (1986) suggests a solution based on considering the amount of information required to determine the value of an attribute \( X \) for a set \( T \). This is given by \( H(P_{X,T}) \), where \( P_{X,T} \) is the probability distribution of the values of \( X \):

\[
P_{X,T} = \left( \frac{|T_1|}{|T|}, \frac{|T_2|}{|T|}, \ldots, \frac{|T_n|}{|T|} \right).
\]

The quantity \( H(P_{X,T}) \) is known as the split information for attribute \( X \) and set \( T \). We will call it \( \text{SplitInfo}(X, T) = H(P_{X,T}) \). For the weather data, the split information for the attribute temperature is

\[
\text{SplitInfo}(\text{temperature}, T) = -\left( \frac{4}{14} \log\left(\frac{4}{14}\right) + \frac{6}{14} \log\left(\frac{6}{14}\right) + \frac{4}{14} \log\left(\frac{4}{14}\right) \right) = 1.56 \text{ bits.}
\]

Quinlan (1986) suggests that rather than choosing the attribute with the biggest \( \text{Gain}(X, T) \), we select the one with the biggest \( \text{GainRatio}(X, T) \), where

\[
\text{GainRatio}(X, T) = \frac{\text{Gain}(X, T)}{\text{SplitInfo}(X, T)}.
\]

Note that \( \text{GainRatio}(X, T) \) might not always be defined. Quinlan (1986) specifies a gain ratio criterion, which says that we should select the attribute \( X \) with the highest \( \text{GainRatio}(X, T) \) from amongst those attributes with average-or-better \( \text{Gain}(X, T) \).

If you have time, attempt the following questions.

**Question 6** Under what circumstances is \( \text{SplitInfo}(X, T) \) equal to 0?

**Question 7** What is \( \text{GainRatio}(\text{temperature}, T) \)?

**Question 8** What are the gain ratios for the other input attributes?

**Question 9** Construct a decision tree for the weather data using the gain ratio criterion rather than the information gain.
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